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Physics Motivation

4

Forbidden in the standard model

Discovery → evidence of new physics.

Previous upper limit (1.2×10-11) is close 
to prediction.

New physics predict B.R. from 10-15 to 
10-11.

MEG goal : ~10-13 
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2.3. Experimental Search 19
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Figure 2.9: Positron energy spectrum of
unpolarized µ+ → e+νeν̄µ decay (Michel
spectrum). A radiative correction due to
the virtual photon emission and the inner
bremsstrahlung is applied in the spectrum
[36].
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Figure 2.10: Photon energy spectrum of
unpolarized µ+ → e+νν̄γ decay. This is
obtained by integrating over the positron
energy and the angle between a positron
and a photon.

the AIF contribution becomes more important. In addition, accidental pileups of those
gamma rays can be another source of background in high-energy region.

Given the angle resolution of δz, the size of signal box for back-to-back condition is
given by δωeγ = π(δz)2.

From the above, the effective branching ration of accidental background is approxi-
mately given by

Bacc ≈ Rµ · (2δx) ·
[

α

2π
(δy)2(ln(δy) + 7.33)

]
· (δz)2

4
· (2δteγ) (2.28)

Again, we here calculate an example of the effective branching ratio of the accidental
background using numbers in Eq.2.21. The instantaneous beam intensity was 2.6×108 in
the MEGA. It is higher than the average intensity listed in Table 2.3 because they used
a pulsed beam with duty cycle 6 %. The effective branching ratio is then given as

Bacc ∼ 1.2 × 10−12. (2.29)

This is rather serious problem. A new idea to suppress the background is necessary to go
into the sensitivity of 10−13 level.

2.3.5 Requirements of µ+ → e+γ Search

By the naive calculation of background above, the accidental background is found to be
the dominant background source, and it will limit the experiment.

First, from Eq.2.23 we see the background rate is proportional to the instantaneous
muon beam intensity. Whereas we estimated that we need > 107/sec muon intensity to
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The detector

6

PSI : most intense DC muon
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Coordinate system

7

y

x

z

φ

θeγ
φeγθ



R.Sawada                    Recent Result from the MEG experiment

Analysis method

8

Likelihood fitting with 5 observables
  Eγ

  Ee

   teγ

   θeγ

   φeγ

: Gamma energy
: Positron energy
: Time difference
: θ angle difference
: φ angle difference

I will explain later...
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detector is based on the sum of the number of scintillation
photons detected by the PMTs; correction factors take
into account the different PMT geometrical acceptances.
Due to its geometry the detector response is not totally
uniform over its entrance window; this is corrected for
by using γ-lines from CW and CEX reactions. The ab-
solute energy scale and resolution at the signal energy
Eγ = 52.8MeV are determined by the CEX measure-
ment; the resolution σR, extracted from a Gaussian fit
to the right-hand side of the spectrum, depends also on
the depth (w) of the γ−ray conversion point from the en-
trance surface of the LXe detector: σR = 1.9%(w > 2 cm)
and 2.4%(w < 2 cm). The 3D-map of the measured res-
olutions is incorporated into the PDFs for the likelihood
analysis.
The photon energy scale and the resolutions are cross-

checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
" 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.
The position of the first interaction of the γ-ray in

the LXe detector is derived from the light distribution
measured by the PMTs close to the region of the energy
deposition by fitting the distribution with the expecta-
tion. The position resolution in the plane of the entrance
window is measured to be 5mm in a dedicated CEX run
with a lead slit-collimator placed in front of the LXe de-
tector, while the resolution along the depth w and the
position dependence of the resolutions are evaluated by
a Monte Carlo simulation.
The resolutions on the relative directions (θeγ , φeγ)

are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-
surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122)ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.
A likelihood analysis is carried out for events in a

portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in

the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and also re-
tain some background events. The best estimates of the
numbers of signal, RMD and accidental background (BG)
events in the analysis region are obtained by maximizing
the following likelihood function:

L (Nsig, NRMD, NBG) =

e−N

Nobs!
e
− 1

2
(NBG−〈NBG〉)2

σ2
BG e

− 1
2

(NRMD−〈NRMD〉)2

σ2
RMD ×

Nobs∏

i=1

(NsigS(%xi) +NRMDR(%xi) +NBGB(%xi)) ,

where %xi = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
〈NRMD〉(= 27.2(52.2)) and 〈NBG〉(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.
The signal PDF S(%xi) is the product of the PDFs for

Ee, θeγ , φeγ and teγ , which are correlated variables, as
explained above, and the Eγ PDF. The PDFs properly
incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(%xi) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
The BG PDF B(%xi) is the product of the five PDFs, each
of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
point and on the positron tracking quality is taken into
account in the PDFs.
A full frequentist approach with a profile likelihood-

ratio ordering [20, 21] is used to compute the confidence
intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
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Probability density functions (PDF)
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Analysis
Positron analysis
Gamma analysis
Relative alignment
Physics analysis
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Correlations in positron variables
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Correlations in positron variables
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Correlations in positron variables
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Correlations in positron variables
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two turn method
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two turn method
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Correlations
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Many of correlations can be measured using data
Agreement with MC <10%

Large uncertainty 25% is assigned to un-measurable correlations
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Correlations and physics analysis
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All the known correlations are implemented in signal PDF including event-by-event feature
Both the fitting and the toy-MC generation
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to a contour χ2 = χ2
min + 1 or ln L = lnLmax − 1/2. The ellipse is centered about the

estimated values θ̂, and the tangents to the ellipse give the standard deviations of the
estimators, σi and σj . The angle of the major axis of the ellipse is given by

tan 2φ =
2ρijσiσj

σ2
j − σ2

i

, (33.55)

where ρij = cov[θ̂i, θ̂j ]/σiσj is the correlation coefficient.
The correlation coefficient can be visualized as the fraction of the distance σi from the

ellipse’s horizontal centerline at which the ellipse becomes tangent to vertical, i.e., at the
distance ρijσi below the centerline as shown. As ρij goes to +1 or −1, the ellipse thins
to a diagonal line.

It could happen that one of the parameters, say, θj , is known from previous
measurements to a precision much better than σj , so that the current measurement
contributes almost nothing to the knowledge of θj . However, the current measurement of
θi and its dependence on θj may still be important. In this case, instead of quoting both
parameter estimates and their correlation, one sometimes reports the value of θi, which
minimizes χ2 at a fixed value of θj , such as the PDG best value. This θi value lies along
the dotted line between the points where the ellipse becomes tangent to vertical, and has
statistical error σinner as shown on the figure, where σinner = (1 − ρ2

ij)
1/2σi. Instead of

the correlation ρij , one reports the dependency dθ̂i/dθj which is the slope of the dotted
line. This slope is related to the correlation coefficient by dθ̂i/dθj = ρij × σi

σj
.

θ i

φ

θ i

jσ

θj

iσ

jσ

iσ

^

θ j
^

ij   iρ  σ

innerσ

Figure 33.5: Standard error ellipse for the estimators θ̂i and θ̂j . In this case the
correlation is negative.

As in the single-variable case, because of the symmetry of the Gaussian function
between θ and θ̂, one finds that contours of constant lnL or χ2 cover the true values with
a certain, fixed probability. That is, the confidence region is determined by

ln L(θ) ≥ ln Lmax − ∆ lnL , (33.56)

or where a χ2 has been defined for use with the method of least-squares,

χ2(θ) ≤ χ2
min + ∆χ2 . (33.57)

July 30, 2010 14:36

When correlation is included,
σinner is used, instead of σi

θeγ

φeγ

φeγ

θeγ
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Alignment of drift chambers

20

Michel positrons → Cosmic rays
Iterative process → Fitting all chambers

Independent of initial values

Initial values : optical survey

Millipede method,
CMS-NOTE-2006-011

1.5 um and 10-2 mrad level reproducibility, from different initial alignment.

Fitting error : 130 um and 0.2 mrad.
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Alignment of the target

2124

Target Alignment Procedures
● The optical survey provides a measurement of the target 

position;

● The position can be cross-checked comparing the expected 

and observed position of the target holes;

actual target
assumed target positron track

φe < 0 φe > 0

When mis-alignment exists...
hole position depends on angle
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Alignment of the target

2224

Target Alignment Procedures
● The optical survey provides a measurement of the target 

position;

● The position can be cross-checked comparing the expected 

and observed position of the target holes;

actual target
assumed target positron track

φe < 0 φe > 0

When mis-alignment exists...
hole position depends on angle31

Target Holes
● Observed position of the target holes consistent with the 

optical survey measurements, with no anomalous feature.

2009 data

DCH alignment using Michel tracks

Calculated B field

2009 data

Millipede alignment

Reconstructed B field

Confirmed that
Optical survey position is correct

Result

φe



R.Sawada                    Recent Result from the MEG experiment

Magnetic field

23

Hall sensor(3−axis）

1. Calculated field : Accurate, but possible systematic differences
2. Measured field  : Realistic, but possible measurement errors

Possible misalignment of hall sensors

Misalignment of Hall Sensors

• Three sensors are embedded in a probe and aligned orthogonal to each other 
within ±0.5° (±9mrad).

• Misalignment could induce large fake Br, BΦ component from Bz

• Misalignment angles could be extracted from the data using Maxwell eq.

• Similar measurements were done for ATLAS magnet.

Layout of three sensors (Br, Bz, BΦ)
Misalignment angle matrix (linear approx.)

2011年 2月 1日 火曜日

causes false Bɸ and Br from Bz  

1.27T @center, 0.49T @ends

Ideally zero

Non-negligible

Secondary effect
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Magnetic field

24

Hall sensor(3−axis）

1. Calculated field : Accurate, but possible systematic differences
2. Measured field  : Realistic, but possible measurement errors
3. Reconstructed field  : Realistic, and measurement errors are reduced

Possible misalignment of hall sensors

Misalignment of Hall Sensors

• Three sensors are embedded in a probe and aligned orthogonal to each other 
within ±0.5° (±9mrad).

• Misalignment could induce large fake Br, BΦ component from Bz

• Misalignment angles could be extracted from the data using Maxwell eq.

• Similar measurements were done for ATLAS magnet.

Layout of three sensors (Br, Bz, BΦ)
Misalignment angle matrix (linear approx.)

2011年 2月 1日 火曜日

causes false Bɸ and Br from Bz  

Can be found and corrected
using Maxwell equations

1.27T @center, 0.49T @ends

Ideally zero

Small
(<0.2×Bz)

Secondary effect



R.Sawada                    Recent Result from the MEG experiment
2531

Target Holes
● Observed position of the target holes consistent with the 

optical survey measurements, with no anomalous feature.

2009 data

DCH alignment using Michel tracks

Calculated B field

2009 data

Millipede alignment

Reconstructed B field
30

Michel Edge
● Anomalies in the Michel Edge strongly reduced:

− no relevant y dependence of the energy bias;

− anomalous bias only at large f.

2009 data

DCH alignment using Michel tracks

Calculated B field

2009 data

Millipede alignment

Reconstructed B field

max. spread 
180 keV

max. spread 
80 keV

Ee Ee

φe φe
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Analysis
Positron analysis
Gamma analysis
Relative alignment
Physics analysis
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Energy response

27

MC	
  response

18 MeV data, uniformity before correction

Non-uniformity due to
Geometry
Reconstruction algorithm

Correction using
 - 18 MeV calibration gamma (High stat)
 - Additionally, 55 MeV calibration gamma

Energy dependence correction

After correction : ~0.2 % uniform

𝛾

3%

[MeV]
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Energy stability

28

2009 2010

200µm 300µm

○	
  previous	
  process
●	
  final	
  calibra4on

Energy scale time-variation calibration

CW 18 MeV 𝛾 
Ni-n 9 MeV 𝛾
AmBe 4.4 MeV 𝛾
CR peak

Energy absolute scale calibration
CEX 55, 83 MeV  𝛾 

Check
   Fitting RMD 𝛾

~1 month

~1 month
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Analysis
Positron analysis
Gamma analysis
Relative alignment
Physics analysis
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Alignment between detectors

30

Cosmic rays passing both systems

~1mm agreement

 Positron spectrometer
 Optical survey

 Photon detector
 PMT position scan using AmBe source
 Calibration 18 MeV gamma, with lead collimators
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Analysis
Positron analysis
Gamma analysis
Relative alignment
Physics analysis
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Likelihood function

32

3

detector is based on the sum of the number of scintillation
photons detected by the PMTs; correction factors take
into account the different PMT geometrical acceptances.
Due to its geometry the detector response is not totally
uniform over its entrance window; this is corrected for
by using γ-lines from CW and CEX reactions. The ab-
solute energy scale and resolution at the signal energy
Eγ = 52.8MeV are determined by the CEX measure-
ment; the resolution σR, extracted from a Gaussian fit
to the right-hand side of the spectrum, depends also on
the depth (w) of the γ−ray conversion point from the en-
trance surface of the LXe detector: σR = 1.9%(w > 2 cm)
and 2.4%(w < 2 cm). The 3D-map of the measured res-
olutions is incorporated into the PDFs for the likelihood
analysis.
The photon energy scale and the resolutions are cross-

checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
" 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.
The position of the first interaction of the γ-ray in

the LXe detector is derived from the light distribution
measured by the PMTs close to the region of the energy
deposition by fitting the distribution with the expecta-
tion. The position resolution in the plane of the entrance
window is measured to be 5mm in a dedicated CEX run
with a lead slit-collimator placed in front of the LXe de-
tector, while the resolution along the depth w and the
position dependence of the resolutions are evaluated by
a Monte Carlo simulation.
The resolutions on the relative directions (θeγ , φeγ)

are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-
surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122)ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.
A likelihood analysis is carried out for events in a

portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in

the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and also re-
tain some background events. The best estimates of the
numbers of signal, RMD and accidental background (BG)
events in the analysis region are obtained by maximizing
the following likelihood function:

L (Nsig, NRMD, NBG) =

e−N

Nobs!
e
− 1

2
(NBG−〈NBG〉)2

σ2
BG e

− 1
2

(NRMD−〈NRMD〉)2

σ2
RMD ×

Nobs∏

i=1

(NsigS(%xi) +NRMDR(%xi) +NBGB(%xi)) ,

where %xi = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
〈NRMD〉(= 27.2(52.2)) and 〈NBG〉(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.
The signal PDF S(%xi) is the product of the PDFs for

Ee, θeγ , φeγ and teγ , which are correlated variables, as
explained above, and the Eγ PDF. The PDFs properly
incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(%xi) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
The BG PDF B(%xi) is the product of the five PDFs, each
of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
point and on the positron tracking quality is taken into
account in the PDFs.
A full frequentist approach with a profile likelihood-

ratio ordering [20, 21] is used to compute the confidence
intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
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Due to its geometry the detector response is not totally
uniform over its entrance window; this is corrected for
by using γ-lines from CW and CEX reactions. The ab-
solute energy scale and resolution at the signal energy
Eγ = 52.8MeV are determined by the CEX measure-
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to the right-hand side of the spectrum, depends also on
the depth (w) of the γ−ray conversion point from the en-
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The photon energy scale and the resolutions are cross-

checked by fitting the background spectra measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
" 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.
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the LXe detector is derived from the light distribution
measured by the PMTs close to the region of the energy
deposition by fitting the distribution with the expecta-
tion. The position resolution in the plane of the entrance
window is measured to be 5mm in a dedicated CEX run
with a lead slit-collimator placed in front of the LXe de-
tector, while the resolution along the depth w and the
position dependence of the resolutions are evaluated by
a Monte Carlo simulation.
The resolutions on the relative directions (θeγ , φeγ)

are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-
surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122)ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.
A likelihood analysis is carried out for events in a

portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in

the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and also re-
tain some background events. The best estimates of the
numbers of signal, RMD and accidental background (BG)
events in the analysis region are obtained by maximizing
the following likelihood function:
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where %xi = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
〈NRMD〉(= 27.2(52.2)) and 〈NBG〉(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.
The signal PDF S(%xi) is the product of the PDFs for

Ee, θeγ , φeγ and teγ , which are correlated variables, as
explained above, and the Eγ PDF. The PDFs properly
incorporate the measured resolutions and correlations
among Ee, θeγ , φeγ and teγ on an event-by-event basis.
The RMD PDF R(%xi) is the product of the same teγ-PDF
as that of the signal and the PDF of the other four cor-
related observables, which is formed by folding the the-
oretical spectrum with the detector response functions.
The BG PDF B(%xi) is the product of the five PDFs, each
of which is defined by the single background spectrum,
precisely measured in the side-bands. The dependence
of the resolutions on the position of the γ-ray interaction
point and on the positron tracking quality is taken into
account in the PDFs.
A full frequentist approach with a profile likelihood-

ratio ordering [20, 21] is used to compute the confidence
intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, independent analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig into a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled

f(Nsig, NRMD, NBG) ×Nsig, NRMD, NBG

NsigS NRMDR NBGB
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Likelihood and test-statistic
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Two Gaussian constrain
 NRMD and NBG

Likelihood function is
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where N is expected total number of events, and N

obs

is observed total number
of events.

3 PDF

3.1 Event-by-event PDF

A feature of this analysis tool is event-by-event PDF. PDF of observables can
have di↵erent shape for each event. E

e

PDF are made for two categories (high or
low quality tracks), and the bias is �

e

dependent. �
e

resolution is �
e

dependent.
Energy and position PDF of � depend on the reconstructed conversion position.
Accidental background E� PDFs are prepared for pileup and non-pileup events
separately. Sensitivity explained in Sec. 6.1 using event-by-event PDFs is 20%
better than that using constant PDFs when detector response and number of
background in 2010 are assumed.

3.2 Signal PDF

Essentially, there are not correlations among observables of signal. However be-
cause positron variables (angles, vertex position, momentum and track length)
are calculated from a fitted track and the intersection with the target, correla-
tions among errors of them appear. Implementation of the correlations in the
PDFs is suggested by a technical note [2] (TN070). In addition to the sug-
gestion, the correlation between t

e� and E

e

is also implemented. Signal PDF
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Likelihood and test-statistic
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Two Gaussian constrain
 NRMD and NBG

Likelihood function is
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is observed total number
of events.
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Two Gaussian constrain
 NRMD and NBG

Likelihood function is
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where N is expected total number of events, and N

obs

is observed total number
of events.

3 PDF

3.1 Event-by-event PDF

A feature of this analysis tool is event-by-event PDF. PDF of observables can
have di↵erent shape for each event. E

e

PDF are made for two categories (high or
low quality tracks), and the bias is �

e

dependent. �
e

resolution is �
e

dependent.
Energy and position PDF of � depend on the reconstructed conversion position.
Accidental background E� PDFs are prepared for pileup and non-pileup events
separately. Sensitivity explained in Sec. 6.1 using event-by-event PDFs is 20%
better than that using constant PDFs when detector response and number of
background in 2010 are assumed.

3.2 Signal PDF

Essentially, there are not correlations among observables of signal. However be-
cause positron variables (angles, vertex position, momentum and track length)
are calculated from a fitted track and the intersection with the target, correla-
tions among errors of them appear. Implementation of the correlations in the
PDFs is suggested by a technical note [2] (TN070). In addition to the sug-
gestion, the correlation between t
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4 Confidence interval

In this section, we describe a procedure to calculate confidence interval (i.e. setting limits).
Methods to incorporate systematic uncertainties are also described.

4.1 Procedure

Confidence interval is calculated using the Feldman-Cousins unified approach with profile-
likelihood ordering. The test statistic used in the analysis

q(N
sig

) = �2 ln�
p

(N
sig

) (12)
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,
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)
(13)

where N̂
j

(j = sig, RMD or BG) is N
j

which maximizes the likelihood and ˆ̂
N

j

(j = RMD
or BG) is N

j

which maximizes the likelihood for a fixed N

sig

1. Make a list of events from data; variables to determine response of the detector
such as positron track quality (HQ/LQ), �

e

, � conversion point are associated with
each event. The events in the list are all events in 2009 and 2010 which pass the
physics event selection but in a wider time window.

2. Assuming a true B

(a) Generate many (order of 10k) toy-MC experiments assuming B. In each ex-
periment, q(N

sig

) is calculated. In a generation of each experiment,

i. An event is picked up from the list made at 1.

ii. According to the entry of the list, the detector response for the event
is determined and an event is generated. Please note that only the re-
sponse (resolutions, correlation parameters and so on) is determined, but
observables are not copied from the original event.

(b) Calculate q(N
sig

) on data.

(c) Using the distribution of q(N
sig

) made at (a), find probability to observe q(N
sig

)
which is larger than that observed on data (qobs(N

sig

))

3. Repeat 2. and find B (if exist) where the probability become less than, for example,
10% to find 90% C.L. interval.

With this method, when N̂

sig

is small only upper limits are calculated; namely negative
lower limits are not calculated. And when N

sig

become large, also lower limits appear.
Confidence intervals at 90% C.L. should include true N

sig

in 90% probability; for example,
when background-only hypothesis is true, lower limits should appear and N

sig

= 0 should
be excluded in 10% probability.

16

Eγ teγ

Profile likelihood ordering
Feldman-Cousins approach
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where N̂ is the best estimate and
̂̂
N is the best esti-

mate for fixed Nsig. Other, independent analysis schemes
based on averaged PDFs without event-by-event informa-
tion or Bayesian approach were also used and found to
be compatible with the analysis presented here to within
10 to 20% in the obtained branching ratio upper limits.

In order to convert Nsig into a branching ratio value
the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.

The sensitivity of the experiment with a null signal hy-
pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.

After calibrations, optimization of the analysis algo-
rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) selections in teγ and cosΘeγ , each of which is
90% efficient on the signal, are applied (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and a few events with the highest signal
likelihood are numbered in a decreasing order of relative
signal likelihood, S/(fRR+ fBB), fR = 0.1 and fB = 0.9
being the fractions of the RMD and the BG measured in
the sidebands, respectively. High signal likelihood events
were thoroughly checked and found to be randomly dis-
tributed in time and detector acceptance.

The observed profile likelihood ratios as a function of
the branching ratio for 2009, 2010 and the combined data
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FIG. 1: Event distributions in the analysis region of (a) Eγ

vs Ee and (b) teγ vs cosΘeγ for 2009 data and of (c) Eγ vs
Ee and (d) teγ vs cosΘeγ for 2010 data. The contours of the
PDFs (1-, 1.64- and 2-σ) are shown, and a few events with
the highest signal likelihood are numbered in each year. (The
two highest signal likelihood events in 2010 data appear only
in (c) or (d).)

sample are shown in Fig. 2 [20]. The analysis of the full
data sample gives a 90% C.L. upper limit of 2.4× 10−12,
which constitutes the most stringent limit on the exis-
tence of the µ+ → e+γ decay, superseding the previous
limit by a factor of 5. The 90% C.L. intervals as well as
the best estimate of the branching ratio for 2009 and 2010
data separately are also given in Table I. The 2009 data
set, which gives a positive best estimate for the branch-
ing ratio, is consistent with the hypothesis B = 0 with
an 8% probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-
ative angles, the correlations in the positron observables
and the normalization.

The MEG experiment continues data-taking and is ex-
pected to explore the µ+ → e+γ decay down to a branch-
ing ratio sensitivity of a few times 10−13 in the next few
years.
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We present a new result based on an analysis of the data collected by the MEG detector at the
Paul Scherrer Institut in 2009 and 2010, in search of the lepton flavour violating decay µ+ → e+γ.
The likelihood analysis of the combined data sample, which corresponds to a total of 1.8 × 1014

muon decays, gives a 90% C.L. upper limit of 2.4× 10−12 on the branching ratio of the µ+ → e+γ
decay, constituting the most stringent limit on the existence of this decay to date.

PACS numbers: 13.35.Bv; 11.30.Hv; 11.30.Pb; 12.10.Dm

The lepton flavour violating (LFV) decay µ → eγ is
forbidden within the standard model of elementary parti-
cles (SM). Even with the introduction of neutrino masses
and mixing SM predicts an immeasurably small branch-
ing ratio (B ! 10−51) for this decay. Conversely new
physics scenarios beyond SM, such as supersymmetric
grand unified theories or theories with extra dimensions,
predict branching ratios in the 10−12 to 10−14 range [1–
3]. This is close to the present limit set by the MEGA
experiment [4], B ≤ 1.2 × 10−11, which places one of
the most stringent constraints on the formulation of such
theories. Observation of µ → eγ therefore would be an
unambiguous signature of new physics, while improve-
ments on the existing limit would stringently constrain
many of the new physics scenarios beyond SM.

The MEG experiment [5, 6] covers a 10% solid angle,
centred around a thin muon stopping target (205µm-
thick polyethylene) and is composed of a positron spec-
trometer and a photon detector in search of back-to-back,
monoenergetic, time coincident photons and positrons
from the two-body µ+ → e+γ decay. The positron spec-
trometer consists of a set of drift chambers (DC) [7] and

scintillation timing counters (TC) [8] located inside a su-
perconducting solenoid with a gradient field [9] along the
beam axis, ranging from 1.27 Tesla at the centre to 0.49
Tesla at either end. The photon detector [10], located
outside of the solenoid, is a homogeneous volume (900 ")
of liquid xenon (LXe) viewed by 846 UV-sensitive photo-
multiplier tubes (PMTs) submerged in the liquid. The
spectrometer measures the positron momentum vector
and timing, while the LXe detector is used to reconstruct
the γ−ray energy as well as the position and time of its
first interaction in LXe. All the signals are individually
digitized by in-house designed waveform digitizers based
on the multi-GHz domino ring sampler chip (DRS) [11].
The PSI πE5 beam line is used to stop 3 × 107 posi-
tive muons per second in the target. The residual polar-
ization of the decaying muons along the beam axis was
measured to be 〈P 〉 = −0.89± 0.04. The background to
µ+ → e+γ decay comes either from radiative muon de-
cays µ+ → e+νν̄γ (RMD) in which the neutrinos carry
away little energy or from an accidental coincidence of
an energetic positron from a normal Michel decay with a
γ−ray coming from RMD, Bremsstrahlung or positron

< 1-3 ×10-12

consistent with U.L. of MC 
experiments w/o signal

sideband
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where N̂ is the best estimate and
̂̂
N is the best esti-

mate for fixed Nsig. Other, independent analysis schemes
based on averaged PDFs without event-by-event informa-
tion or Bayesian approach were also used and found to
be compatible with the analysis presented here to within
10 to 20% in the obtained branching ratio upper limits.

In order to convert Nsig into a branching ratio value
the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.

The sensitivity of the experiment with a null signal hy-
pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.

After calibrations, optimization of the analysis algo-
rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) selections in teγ and cosΘeγ , each of which is
90% efficient on the signal, are applied (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and a few events with the highest signal
likelihood are numbered in a decreasing order of relative
signal likelihood, S/(fRR+ fBB), fR = 0.1 and fB = 0.9
being the fractions of the RMD and the BG measured in
the sidebands, respectively. High signal likelihood events
were thoroughly checked and found to be randomly dis-
tributed in time and detector acceptance.

The observed profile likelihood ratios as a function of
the branching ratio for 2009, 2010 and the combined data
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FIG. 1: Event distributions in the analysis region of (a) Eγ

vs Ee and (b) teγ vs cosΘeγ for 2009 data and of (c) Eγ vs
Ee and (d) teγ vs cosΘeγ for 2010 data. The contours of the
PDFs (1-, 1.64- and 2-σ) are shown, and a few events with
the highest signal likelihood are numbered in each year. (The
two highest signal likelihood events in 2010 data appear only
in (c) or (d).)

sample are shown in Fig. 2 [20]. The analysis of the full
data sample gives a 90% C.L. upper limit of 2.4× 10−12,
which constitutes the most stringent limit on the exis-
tence of the µ+ → e+γ decay, superseding the previous
limit by a factor of 5. The 90% C.L. intervals as well as
the best estimate of the branching ratio for 2009 and 2010
data separately are also given in Table I. The 2009 data
set, which gives a positive best estimate for the branch-
ing ratio, is consistent with the hypothesis B = 0 with
an 8% probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-
ative angles, the correlations in the positron observables
and the normalization.

The MEG experiment continues data-taking and is ex-
pected to explore the µ+ → e+γ decay down to a branch-
ing ratio sensitivity of a few times 10−13 in the next few
years.
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We present a new result based on an analysis of the data collected by the MEG detector at the
Paul Scherrer Institut in 2009 and 2010, in search of the lepton flavour violating decay µ+ → e+γ.
The likelihood analysis of the combined data sample, which corresponds to a total of 1.8 × 1014

muon decays, gives a 90% C.L. upper limit of 2.4× 10−12 on the branching ratio of the µ+ → e+γ
decay, constituting the most stringent limit on the existence of this decay to date.

PACS numbers: 13.35.Bv; 11.30.Hv; 11.30.Pb; 12.10.Dm

The lepton flavour violating (LFV) decay µ → eγ is
forbidden within the standard model of elementary parti-
cles (SM). Even with the introduction of neutrino masses
and mixing SM predicts an immeasurably small branch-
ing ratio (B ! 10−51) for this decay. Conversely new
physics scenarios beyond SM, such as supersymmetric
grand unified theories or theories with extra dimensions,
predict branching ratios in the 10−12 to 10−14 range [1–
3]. This is close to the present limit set by the MEGA
experiment [4], B ≤ 1.2 × 10−11, which places one of
the most stringent constraints on the formulation of such
theories. Observation of µ → eγ therefore would be an
unambiguous signature of new physics, while improve-
ments on the existing limit would stringently constrain
many of the new physics scenarios beyond SM.

The MEG experiment [5, 6] covers a 10% solid angle,
centred around a thin muon stopping target (205µm-
thick polyethylene) and is composed of a positron spec-
trometer and a photon detector in search of back-to-back,
monoenergetic, time coincident photons and positrons
from the two-body µ+ → e+γ decay. The positron spec-
trometer consists of a set of drift chambers (DC) [7] and

scintillation timing counters (TC) [8] located inside a su-
perconducting solenoid with a gradient field [9] along the
beam axis, ranging from 1.27 Tesla at the centre to 0.49
Tesla at either end. The photon detector [10], located
outside of the solenoid, is a homogeneous volume (900 ")
of liquid xenon (LXe) viewed by 846 UV-sensitive photo-
multiplier tubes (PMTs) submerged in the liquid. The
spectrometer measures the positron momentum vector
and timing, while the LXe detector is used to reconstruct
the γ−ray energy as well as the position and time of its
first interaction in LXe. All the signals are individually
digitized by in-house designed waveform digitizers based
on the multi-GHz domino ring sampler chip (DRS) [11].
The PSI πE5 beam line is used to stop 3 × 107 posi-
tive muons per second in the target. The residual polar-
ization of the decaying muons along the beam axis was
measured to be 〈P 〉 = −0.89± 0.04. The background to
µ+ → e+γ decay comes either from radiative muon de-
cays µ+ → e+νν̄γ (RMD) in which the neutrinos carry
away little energy or from an accidental coincidence of
an energetic positron from a normal Michel decay with a
γ−ray coming from RMD, Bremsstrahlung or positron

< 9.6 ×10-121.7 ×10-13 <
Best fit : 3.2 ×10-12

@ 90% C.L.

Nsignal Best fit : 3.0(preliminary) → 3.4(updated result) 2009 result stable
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4 Confidence interval

In this section, we describe the procedure to calculate the confidence interval (i.e. setting
the limits). The methods to incorporate the systematic uncertainties are also described.

4.1 Procedure

The confidence interval is calculated using the Feldman-Cousins unified approach with
the profile-likelihood ordering. The test statistic used in the analysis

q(N
sig

) = �2 ln�
p

(N
sig

) (12)

�

p

(N
sig

) =
L(N

sig

,

ˆ̂
N

RMD

(N
sig

), ˆ̂N
BG

(N
sig

))

L(N̂
sig

, N̂

RMD

, N̂

BG

)
(13)

where N̂
j

(j = sig, RMD or BG) is N
j

which maximizes the likelihood and ˆ̂
N

j

(j = RMD
or BG) is N

j

which maximizes the likelihood for a fixed N

sig

1. Make a list of events from the data; the variables to determine the response of the
detector such as the positron track quality (HQ/LQ), �

e

, � conversion point are
associated with each event. The list contains all the events in 2009 and 2010 passing
the physics event selection but in a wider time window.

2. Assuming a true B

(a) Generate many (order of 10k) toy-MC experiments assuming B. In each ex-
periment, q(N

sig

) is calculated. In the generation of each experiment,

i. An event is picked up from the list made at 1.

ii. According to the entry of the list, the detector response for the event is
determined and an event is generated. Please note that only the response
(resolutions, correlation parameters and so on) is determined, but the
observables are not copied from the original event.

(b) Calculate q(N
sig

) on the data.

(c) Using the distribution of q(N
sig

) made at (a), find the probability to observe
q(N

sig

) which is larger than that observed on the data (qobs(N
sig

))

3. Repeat 2. and find B (if exist) where the probability become less than, for example,
10% to find 90% C.L. interval.

With this method, when N̂

sig

is small only the upper limits are calculated; namely
the negative lower limits are not calculated. And when N

sig

becomes large, also the lower
limits appear. The confidence intervals at 90% C.L. should include the true N

sig

in 90%
probability; for example, when the background-only hypothesis is true, the lower limits
should appear and N

sig

= 0 should be excluded in 10% probability.
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where N̂ is the best estimate and
̂̂
N is the best esti-

mate for fixed Nsig. Other, independent analysis schemes
based on averaged PDFs without event-by-event informa-
tion or Bayesian approach were also used and found to
be compatible with the analysis presented here to within
10 to 20% in the obtained branching ratio upper limits.

In order to convert Nsig into a branching ratio value
the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.

The sensitivity of the experiment with a null signal hy-
pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.

After calibrations, optimization of the analysis algo-
rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) selections in teγ and cosΘeγ , each of which is
90% efficient on the signal, are applied (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and a few events with the highest signal
likelihood are numbered in a decreasing order of relative
signal likelihood, S/(fRR+ fBB), fR = 0.1 and fB = 0.9
being the fractions of the RMD and the BG measured in
the sidebands, respectively. High signal likelihood events
were thoroughly checked and found to be randomly dis-
tributed in time and detector acceptance.

The observed profile likelihood ratios as a function of
the branching ratio for 2009, 2010 and the combined data
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FIG. 1: Event distributions in the analysis region of (a) Eγ

vs Ee and (b) teγ vs cosΘeγ for 2009 data and of (c) Eγ vs
Ee and (d) teγ vs cosΘeγ for 2010 data. The contours of the
PDFs (1-, 1.64- and 2-σ) are shown, and a few events with
the highest signal likelihood are numbered in each year. (The
two highest signal likelihood events in 2010 data appear only
in (c) or (d).)

sample are shown in Fig. 2 [20]. The analysis of the full
data sample gives a 90% C.L. upper limit of 2.4× 10−12,
which constitutes the most stringent limit on the exis-
tence of the µ+ → e+γ decay, superseding the previous
limit by a factor of 5. The 90% C.L. intervals as well as
the best estimate of the branching ratio for 2009 and 2010
data separately are also given in Table I. The 2009 data
set, which gives a positive best estimate for the branch-
ing ratio, is consistent with the hypothesis B = 0 with
an 8% probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-
ative angles, the correlations in the positron observables
and the normalization.

The MEG experiment continues data-taking and is ex-
pected to explore the µ+ → e+γ decay down to a branch-
ing ratio sensitivity of a few times 10−13 in the next few
years.

New limit on the lepton-flavour violating decay µ+ → e+γ
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8INFN Sezione di Genovaa; Dipartimento di Fisicab dell’Università, Via Dodecaneso 33, 16146 Genova, Italy
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(Dated: August 26, 2011)

We present a new result based on an analysis of the data collected by the MEG detector at the
Paul Scherrer Institut in 2009 and 2010, in search of the lepton flavour violating decay µ+ → e+γ.
The likelihood analysis of the combined data sample, which corresponds to a total of 1.8 × 1014

muon decays, gives a 90% C.L. upper limit of 2.4× 10−12 on the branching ratio of the µ+ → e+γ
decay, constituting the most stringent limit on the existence of this decay to date.

PACS numbers: 13.35.Bv; 11.30.Hv; 11.30.Pb; 12.10.Dm

The lepton flavour violating (LFV) decay µ → eγ is
forbidden within the standard model of elementary parti-
cles (SM). Even with the introduction of neutrino masses
and mixing SM predicts an immeasurably small branch-
ing ratio (B ! 10−51) for this decay. Conversely new
physics scenarios beyond SM, such as supersymmetric
grand unified theories or theories with extra dimensions,
predict branching ratios in the 10−12 to 10−14 range [1–
3]. This is close to the present limit set by the MEGA
experiment [4], B ≤ 1.2 × 10−11, which places one of
the most stringent constraints on the formulation of such
theories. Observation of µ → eγ therefore would be an
unambiguous signature of new physics, while improve-
ments on the existing limit would stringently constrain
many of the new physics scenarios beyond SM.

The MEG experiment [5, 6] covers a 10% solid angle,
centred around a thin muon stopping target (205µm-
thick polyethylene) and is composed of a positron spec-
trometer and a photon detector in search of back-to-back,
monoenergetic, time coincident photons and positrons
from the two-body µ+ → e+γ decay. The positron spec-
trometer consists of a set of drift chambers (DC) [7] and

scintillation timing counters (TC) [8] located inside a su-
perconducting solenoid with a gradient field [9] along the
beam axis, ranging from 1.27 Tesla at the centre to 0.49
Tesla at either end. The photon detector [10], located
outside of the solenoid, is a homogeneous volume (900 ")
of liquid xenon (LXe) viewed by 846 UV-sensitive photo-
multiplier tubes (PMTs) submerged in the liquid. The
spectrometer measures the positron momentum vector
and timing, while the LXe detector is used to reconstruct
the γ−ray energy as well as the position and time of its
first interaction in LXe. All the signals are individually
digitized by in-house designed waveform digitizers based
on the multi-GHz domino ring sampler chip (DRS) [11].
The PSI πE5 beam line is used to stop 3 × 107 posi-
tive muons per second in the target. The residual polar-
ization of the decaying muons along the beam axis was
measured to be 〈P 〉 = −0.89± 0.04. The background to
µ+ → e+γ decay comes either from radiative muon de-
cays µ+ → e+νν̄γ (RMD) in which the neutrinos carry
away little energy or from an accidental coincidence of
an energetic positron from a normal Michel decay with a
γ−ray coming from RMD, Bremsstrahlung or positron

< 2.4 ×10-12 @ 90% C.L.
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FIG. 2: Profile likelihood ratios as a function of the µ+
→ e+γ

branching ratio for 2009, 2010 and the combined 2009 + 2010
data sample.

TABLE I: Best fit (Bfit), lower (LL) and upper limits (UL)
at the 90% C.L. of the branching ratio for the 2009, 2010 and
combined 2009 + 2010 data sets.

Data set Bfit LL UL

2009 3.2× 10−12 1.7 × 10−13 9.6× 10−12

2010 −9.9× 10−13
− 1.7× 10−12

2009 + 2010 −1.5× 10−13
− 2.4× 10−12
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Given that both ‘i ! ‘j! and !a" ! "g" # gSM
" $=2 are

generated by dipole operators, it is natural to establish a
link between them. To this purpose, we recall the dominant
contribution to !a" is also provided by the chargino
exchange and can be written as
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To understand the relative size of the correlation, in the
limit of degenerate SUSY spectrum we get
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A more detailed analysis of the stringent correlation be-

tween the ‘i ! ‘j! transitions and !a" in our scenario is
illustrated in Fig. 6. Since the loop functions for the two
processes are not identical, the correlation is not exactly a
line; however, it is clear that the two observables are
closely connected. We stress that the numerical results
shown in Fig. 6 have been obtained using the exact for-
mulas reported in Ref. [41] for the supersymmetric con-
tributions to both B"‘i ! ‘j!$ and !a" (the simplified
results in the mass-insertion approximations in Eqs. (15)–
(19) have been shown only for the sake of clarity). The
inner dark-gray (red) areas are the regions where the
B-physics constraints are fulfilled. In our scenario the
B-physics constraints put a lower bound on MH and there-
fore, through the funnel-region relation, also on M1;2 (see
Figs. 3 and 4). As a result, the allowed ranges for !a" and
B"‘i ! ‘j!$ are correspondingly lowered. A complemen-
tary illustration of the interplay of B-physics observables,
dark-matter constraints, !a", and LFV rates—within our
scenario—is shown in Fig. 7.9

The normalization j'12
LLj ! 10#4 used in Figs. 6 and 7

corresponds to the central value in Eq. (14) for c& ! 1 and
M&R ! 1012 GeV. This normalization can be regarded as a
rather natural (or even pessimistic) choice.10 As can be

FIG. 6 (color online). Expectations for B""! e!$ and B"(! "!$ vs !a" ! "g" # gSM
" $=2, assuming j'12

LLj ! 10#4 and j'23
LLj !

10#2. The plots have been obtained employing the following ranges: 300 GeV * M~‘ * 600 GeV, 200 GeV * M2 * 1000 GeV,
500 GeV * " * 1000 GeV, 10 * tan% * 50, and setting AU ! #1 TeV, M~q ! 1:5 TeV. Moreover, the GUT relations M2 ' 2M1

and M3 ' 6M1 are assumed. The inner (red) areas correspond to points within the funnel region which satisfy the B-physics
constraints listed in Sec. III B [B"Bs ! "%"#$< 8& 10#8, 1:01<RBs! < 1:24, 0:8<RB(& < 0:9, !MBs ! 17:35+ 0:25 ps#1].

9For comparison, a detailed study of LFV transitions imposing
dark-matter constraints—within the constrained MSSM with
right-handed neutrinos—can be found in Ref. [42].

10For M&R , 1012 GeV other sources of LFV, such as the
quark-induced terms in grand unified theories cannot be ne-
glected [43]. As a result, in many realistic scenarios it is not
easy to suppress LFV entries in the slepton mass matrices below
the 10#4 level [38].
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where N̂ is the best estimate and
̂̂
N is the best esti-

mate for fixed Nsig. Other, independent analysis schemes
based on averaged PDFs without event-by-event informa-
tion or Bayesian approach were also used and found to
be compatible with the analysis presented here to within
10 to 20% in the obtained branching ratio upper limits.

In order to convert Nsig into a branching ratio value
the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.

The sensitivity of the experiment with a null signal hy-
pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.

After calibrations, optimization of the analysis algo-
rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) selections in teγ and cosΘeγ , each of which is
90% efficient on the signal, are applied (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and a few events with the highest signal
likelihood are numbered in a decreasing order of relative
signal likelihood, S/(fRR+ fBB), fR = 0.1 and fB = 0.9
being the fractions of the RMD and the BG measured in
the sidebands, respectively. High signal likelihood events
were thoroughly checked and found to be randomly dis-
tributed in time and detector acceptance.

The observed profile likelihood ratios as a function of
the branching ratio for 2009, 2010 and the combined data
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FIG. 1: Event distributions in the analysis region of (a) Eγ

vs Ee and (b) teγ vs cosΘeγ for 2009 data and of (c) Eγ vs
Ee and (d) teγ vs cosΘeγ for 2010 data. The contours of the
PDFs (1-, 1.64- and 2-σ) are shown, and a few events with
the highest signal likelihood are numbered in each year. (The
two highest signal likelihood events in 2010 data appear only
in (c) or (d).)

sample are shown in Fig. 2 [20]. The analysis of the full
data sample gives a 90% C.L. upper limit of 2.4× 10−12,
which constitutes the most stringent limit on the exis-
tence of the µ+ → e+γ decay, superseding the previous
limit by a factor of 5. The 90% C.L. intervals as well as
the best estimate of the branching ratio for 2009 and 2010
data separately are also given in Table I. The 2009 data
set, which gives a positive best estimate for the branch-
ing ratio, is consistent with the hypothesis B = 0 with
an 8% probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-
ative angles, the correlations in the positron observables
and the normalization.

The MEG experiment continues data-taking and is ex-
pected to explore the µ+ → e+γ decay down to a branch-
ing ratio sensitivity of a few times 10−13 in the next few
years.
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3ICEPP, University of Tokyo 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, Japan

4INFN Sezione di Pisaa; Dipartimento di Fisicab dell’Università, Largo B. Pontecorvo 3, 56127 Pisa, Italy
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We present a new result based on an analysis of the data collected by the MEG detector at the
Paul Scherrer Institut in 2009 and 2010, in search of the lepton flavour violating decay µ+ → e+γ.
The likelihood analysis of the combined data sample, which corresponds to a total of 1.8 × 1014

muon decays, gives a 90% C.L. upper limit of 2.4× 10−12 on the branching ratio of the µ+ → e+γ
decay, constituting the most stringent limit on the existence of this decay to date.

PACS numbers: 13.35.Bv; 11.30.Hv; 11.30.Pb; 12.10.Dm

The lepton flavour violating (LFV) decay µ → eγ is
forbidden within the standard model of elementary parti-
cles (SM). Even with the introduction of neutrino masses
and mixing SM predicts an immeasurably small branch-
ing ratio (B ! 10−51) for this decay. Conversely new
physics scenarios beyond SM, such as supersymmetric
grand unified theories or theories with extra dimensions,
predict branching ratios in the 10−12 to 10−14 range [1–
3]. This is close to the present limit set by the MEGA
experiment [4], B ≤ 1.2 × 10−11, which places one of
the most stringent constraints on the formulation of such
theories. Observation of µ → eγ therefore would be an
unambiguous signature of new physics, while improve-
ments on the existing limit would stringently constrain
many of the new physics scenarios beyond SM.

The MEG experiment [5, 6] covers a 10% solid angle,
centred around a thin muon stopping target (205µm-
thick polyethylene) and is composed of a positron spec-
trometer and a photon detector in search of back-to-back,
monoenergetic, time coincident photons and positrons
from the two-body µ+ → e+γ decay. The positron spec-
trometer consists of a set of drift chambers (DC) [7] and

scintillation timing counters (TC) [8] located inside a su-
perconducting solenoid with a gradient field [9] along the
beam axis, ranging from 1.27 Tesla at the centre to 0.49
Tesla at either end. The photon detector [10], located
outside of the solenoid, is a homogeneous volume (900 ")
of liquid xenon (LXe) viewed by 846 UV-sensitive photo-
multiplier tubes (PMTs) submerged in the liquid. The
spectrometer measures the positron momentum vector
and timing, while the LXe detector is used to reconstruct
the γ−ray energy as well as the position and time of its
first interaction in LXe. All the signals are individually
digitized by in-house designed waveform digitizers based
on the multi-GHz domino ring sampler chip (DRS) [11].
The PSI πE5 beam line is used to stop 3 × 107 posi-
tive muons per second in the target. The residual polar-
ization of the decaying muons along the beam axis was
measured to be 〈P 〉 = −0.89± 0.04. The background to
µ+ → e+γ decay comes either from radiative muon de-
cays µ+ → e+νν̄γ (RMD) in which the neutrinos carry
away little energy or from an accidental coincidence of
an energetic positron from a normal Michel decay with a
γ−ray coming from RMD, Bremsstrahlung or positron

< 2.4 ×10-12

@ 90% C.L.
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Energy reconstruction
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Optimize weights by 
minimizing pi0 peak width
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True	
  Eγ	
  distribution	
  after	
  cut	
  by
reconstructed	
  opening	
  angle	
  >	
  170°

(MeV)

Correction for original gamma width

Energy resolution

Actual resolution is better than 
the measured
by ~0.15%

Better linearity of 55 and 83 MeV
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Cosmic ray rejection
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7.5.3 Cosmic ray event rejection

Figure 7.38-a shows a spectrum of the gamma ray detector measured at the
nominal position with beam o� and the COBRA magnet on. The data was
taken by the self-trigger of the detector. Since beam was o�, most of these
events must be from cosmic rays or secondary particles of a cosmic ray hitting
on a structure in the experimental hall. For comparison, expected gamma ray
spectrum from RD and AIF with assuming 3�107 muon stopping rate is shown
in fig.7.38-b.
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Figure 7.38: (a) Measured cosmic ray spectrum. (b) Simulated spectrum of
energy deposit in the gamma ray detector, from RD and AIF, with assuming
3� 107 Hz muon stopping rate.

The rate of low energy backgrounds from cosmic rays is much lower than
that from radiative muon decays or AIF. So, the probability of an accidental
pileup of a gamma ray and a cosmic ray background must be much lower than
pileup of two gamma rays. However, since the rate of cosmic rays is almost
constant around the energy of µ+ ⇥ e+� signal, a probability that a cosmic
mimics a signal is relatively high in a narrow energy window around the signal.
Event rate of cosmic rays observed by the gamma ray detector is comparable
with RD or AIF around the signal region, if we don’t adopt any rejection of
cosmic ray events.

Most of cosmic-ray event can be clearly distinguished from gamma ray events
from the hit pattern of PMTs. Cosmic rays observed by the gamma ray detector
can be classified like followings.

1. It enters from the inner/outer face and exits to outer/inner face.

2. It enters or exists from one of top, bottom, upstream or downstream face.

3. It enters from one of top, bottom, upstream, downstream or outer face,
and it stops in the active volume.

4. It enters from the inner face, and it stops in the active volume.

In the case of (1), the minimum energy deposit is around 160 MeV which cor-
responds to 38.4 cm of path length (distance of two faces), and 4 MeV/cm
energy deposit. So it does not look like a signal gamma ray because the de-
posit energy is too high. In the case of (2), when the energy deposit is close
to the signal region, the position must be reconstructed outside of the fiducial

inner

outer

7.5 Event type identification 121

volume. Most of all events of (1), (2) or (3) can be rejected with a selection of
Qinner2/Qouter2 > 0.4, even when energy and position are reconstructed in the
signal box. Qinner2 and Qouter2 are weighted charge sum of PMTs on the inner
and outer face respectively with the same factor of Qsum2.

Figure 7.39 shows Qinner2/Qouter2 distribution during muon beam on and
o�. When muon beam is on, there are two peaks corresponding to cosmic ray
events and gamma ray events. When muon beam if o�, in most of events it is
less than 0.4. By a cut of Qinner2/Qouter2 > 0.4, 80 % of cosmic ray events
can be rejected. Most of remaining events are (4). Figure 7.40 shows the same
variable in simulated signal events and its depth reconstruction. The fraction
of events cut by the selection is 3.7 %, and those events are mostly deep events
for which resolutions are not as good as those for normal depth events.
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Figure 7.39: Qinner2/Qouter2 distribution during (a) muon beam on, and (b)
muon beam o�.
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Figure 7.40: (a) Qinner2/Qouter2 distribution of simulated signal events. (b)
Depth dependence of the variable.

80 % of CR can be rejected by 
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2009 2010

Gamma Energy (%)
Gamma Timing (psec)
Gamma Position (mm)
Gamma Efficiency (%)
e+ Timing (psec)
e+ Momentum (keV) 
e+ θ (mrad)
e+ φ (mrad)

e+ vertex Z/Y (mm)
e+ Efficiency (%)

e+-gamma timing (psec)
Trigger efficiency (%)

1.9
96

5 (u,v), 6 (w)
58
107

310 (80% core)
9.4
6.7

1.5 / 1.1 (core)
40
146
91

1.9
67

5 (u,v), 6 (w)
59
107

330 (79% core)
11.0
7.2

2.0 /1.1 (core)
34
122
92

Stopping Muon Rate (sec-1)
DAQ time/ Real time (days)

2.9×107
35/43

2.9×107
56/67

Expected 90% C.L. Upper Limit 3.3×10-12 2.2×10-12

Timing improvement by waveform digitizer upgrade in 2011; 
The e+ tracking slightly worse due to DC noise problem in 2011
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Timing
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DRS, Electronics timing accuracy :
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95% limit
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Figure 9: Confidence level curves before normalization (a)–(c) and after normalization
(d). (a) 2009, (b) 2010, (c)(d) combined.

Table 8: Confidence intervals on the 2009, 2010 and the combined data sets. The numbers
in parenthesis are those without incorporating the systematic uncertainties except for
N

RMD

and N

BG

. The numbers in the first table are written in N

sig

and those in the
second are in B ⇥ 1012

Year Best fit LL (90% C.L.) UL (90% C.L.) UL (95% C.L.) CL@0
2009 3.4 0.2 (0.2) 10.4 (10.1) 11.9 (11.7) 0.92 (0.92)
2010 -2.2 – 3.8 (3.7) 5.0 (5.0) –

Combined -0.5 – 7.8 (7.7) 9.8 (9.4) –

Data set Best fit LL (90% C.L.) UL (90% C.L.) UL (95% C.L.)
2009 3.2 0.17(0.17) 9.6 (9.4) 11 (11)
2010 -0.99 – 1.7 (1.7) 2.3 (2.2)

Combined -0.15 – 2.4 (2.3) 2.9 (2.8)
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Figure 9: Confidence level curves before normalization (a)–(c) and after normalization
(d). (a) 2009, (b) 2010, (c)(d) combined.

Table 8: Confidence intervals on the 2009, 2010 and the combined data sets. The numbers
in parenthesis are those without incorporating the systematic uncertainties except for
N

RMD

and N

BG

. The numbers in the first table are written in N

sig

and those in the
second are in B ⇥ 1012

Year Best fit LL (90% C.L.) UL (90% C.L.) UL (95% C.L.) CL@0
2009 3.4 0.2 (0.2) 10.4 (10.1) 11.9 (11.7) 0.92 (0.92)
2010 -2.2 – 3.8 (3.7) 5.0 (5.0) –

Combined -0.5 – 7.8 (7.7) 9.8 (9.4) –

Data set Best fit LL (90% C.L.) UL (90% C.L.) UL (95% C.L.)
2009 3.2 0.17(0.17) 9.6 (9.4) 11 (11)
2010 -0.99 – 1.7 (1.7) 2.3 (2.2)

Combined -0.15 – 2.4 (2.3) 2.9 (2.8)
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E. Baracchini - New limit on LFV searches from the MEG experiment - PhiPsi 2011, Novosibirsk 2

Lepton Flavour Conservation is an accidental symmetry of SM:

Not related to the gauge structure of the theory

Naturally violated in SM extensions

LFV already observed in the neutral sector: neutrino oscillations 

LFV in charged sector could be mediated by 

neutrino oscillation in SM extensions with massive neutrinos 

off-diagonal terms in the slepton mass matrix (through RG evolution) in SUSY

Lepton Flavour Violation

E. Baracchini - New limit on LFV searches from the MEG experiment - PhiPsi 2011, Novosibirsk 2

Lepton Flavour Conservation is an accidental symmetry of SM:

Not related to the gauge structure of the theory

Naturally violated in SM extensions

LFV already observed in the neutral sector: neutrino oscillations 

LFV in charged sector could be mediated by 

neutrino oscillation in SM extensions with massive neutrinos 

off-diagonal terms in the slepton mass matrix (through RG evolution) in SUSY

Lepton Flavour Violation
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